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Abstract. An analysis over trajectory segmentation techniques is carried out by
the study of the different algorithms and the experimentation over a ship classifi-
cation problem, which use a data preparation and classification system used in pre-
vious works. With the data preparation, the system handles real-world Automatic
Identification System (AIS) data, cleaning wrongmeasurements and smoothening
the trajectories by the application of an Interacting Multiple Model (IMM) filter.
Also applies some balancing algorithms to address the lack of an equal distribu-
tion among classes. To correctly evaluate the classification with the imbalanced
data a multiple objective analysis is proposed to consider the minority class and
the global accuracy. Over that multi-objective analysis, different segmentation
algorithms and its variations are tested to analyze the influence of them into the
classification problem. The results show a Pareto front with different viable solu-
tions for the proposedmulti-objective problem,without a dominant algorithm over
rest of the tested segmentation algorithms.

Keywords: AIS data · Class imbalance · Kinematic behavior · Ship
classification · Track segmentation

1 Introduction

The maritime surveillance systems are an essential element for the protection of the
seas, ensuring the safety of maritime transport and security of citizens. Detecting and
locating vehicles is a solved problem using multiple technologies, but classifying the
type of vessel is more challenging, which is an essential element for decision-making in
maritime surveillance systems. Technologies such as AIS [1] provide information that
allows the target identification, however as they work collaboratively the information is
not always reliable, as it is susceptible to manipulation.

The problem of this study is the classification of trajectories to obtain the type of
ship based on kinematics data that model its behavior. This is an extension of a previous
study [2, 3], where the problemwas defined andmain subprocesses identified. These first
approaches concluded that it was necessary to specifically analyze the impact of each
subprocess on the classification. Thus, the objective of this paper is to study the impact of
segmentation on the final performance, observing the variation compared the fixed-size
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segmentation initially proposed. To achieve it, more complex segmentation techniques
are studied and analyzed, allowing variable size segments that can be better adjusted to
the ships’ motion. To proceed from the sensor detections to the ship classification, it is
required a system that performs different processes on the data. This system has been
developed in previous works [2, 3], being necessary within this study the analysis of the
segmentation process.

The system used has several processes, starting from the data preparation to clean
real-world data problems, an IMM filter is used to reduce the noise by smoothing the
target trajectory. The proposed step is the segmentation of trajectories, splitting the origi-
nal track by applying different criteria (uniform length, shape or direction preserving…)
and then a process handles of the data imbalance, since the ship types are not distributed
in a homogeneous manner (neither in trajectories or segments). Finally, the last process
is classification, by using different algorithms applied to track segments to predict the
ship type. Specifically, the objective is to determinate the membership in the fishing
class, which is the minority in the used dataset. This classification process requires a
prior sub-process that computes representative features from each trajectory segment,
these will be variables used to model the behavior of the ship. Although other variables
related to the trajectories context could provide useful information to classify them, the
proposed system seeks to avoid this type of information, because it aims to find a system
based on as little information as possible, focusing only on the track kinematics, which
could be improved later by including the context information.

The experiments compare various segmentation techniques with respect to the orig-
inal segmentation (fixed length). The results show the trade-off between accuracy and
imbalance of classification so there is not an absolute optimal solution, but makes it clear
the multi-objective nature of the problem, and solutions show a Pareto front.

This paper is organized as follows: In Sect. 2 the state-of-artmethods in segmentation
of maritime vehicles tracks are analyzed. In Sect. 3 is explained the process necessary
to the trajectory-based classification in Sect. 4 there is the explanation of all the texted
segmentations while in Sect. 5 results of the work are shown. Finally, the conclusions
and perspectives for future works are presented in Sect. 6.

2 State of the Art

The state of the art covers previous works on twomain problems: trajectory classification
and trajectory segmentation.

A basic problem for trajectory classification is the feature extraction to infer intelli-
gence from the available information. For example, these recent studies [4–6] perform
a feature extraction on the trajectory of the ship to determine its behavior. This fea-
ture extraction is not adequate for a problem where long-duration trajectories or very
heterogeneous mixture of trajectories appear.

As an alternative, feature extraction can be applied on each segment instead of the
whole track in order to extract more precise information for the classifier. There are
researchers [7] who perform a segmentation before classification, but they use their
own segmentation technique very specific to their problem. Alternatively, this paper
experiments with both classical and recent segmentation techniques to analyze how they
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influence the problem of classification trajectories. Note also that all these papers use
context information, making them incomparable with the present proposal.

The field of trajectory segmentation has several approaches [8], one of them is the
compression algorithms, which identify the key-points of the trajectory and use them to
generate the segments. Segments are generated according to different conditions, e.g.
time gaps, trajectory shape or its context. Also, they can be categorized according to
whether they need the entire track (offline) or they can run in real time (online).

The simplest approach to segmentation is uniform sampling, which cut the track into
segments of uniform size [9] (the approach used by default in the previous works). This
paper explores segmentation algorithms according to the trajectory shape, generating
segments that minimize error with respect to the trajectory. In Fig. 1 illustrates several
segmentation algorithms achieving different outputs on the same track.
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Fig. 1. Example of how several track segmentation algorithms work

The classic algorithms for segmentation are:

• Opening Window (OPW) [10]: It generates variable size segments by setting the start
of the track and including points in the window until an error threshold is exceeded.
When this threshold is exceeded, as is shown in Fig. 1(a), the current segment is
closed, and the window is restarted, following this process until the end.

• Top-down [11]: It starts with a segment that covers the entire trajectory and divides
it recursively at the point where the error is highest, as shown happening twice in
Fig. 1(c). This process continues until the selected error measurement is below the
threshold for all points.

• Bottom-up: The inverse process to Top-Down. It starts with small segments unifying
them when the error is the smallest, until cannot be unified anymore.

These algorithms calculate the segment error in relation to the trajectory by using
the Perpendicular Euclidean Distance (PED) of each point. A big improvement is to
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use instead of PED, the Synchronized Euclidean Distance (SED) [10], which take into
consideration track point timestamp with regard to the segment total time.

Based on the previous classic approaches there are many other algorithms that seek
a better performance when performing the segmentation, like:

• SQUISH-E [12]: It works by using a queue of fixed size, adding points to it and in
each iteration eliminating the one with the smallest SED error. Figure 1(d) shows this
procedure, checking in trios the less relevant point and removing it from the queue.
This algorithm uses two parameters for shaping the resulting segment: λ guarantees
a compression ratio of the track, while μ indicates the maximum SED error.

• MRPA [13]: It works by approaching the track based on a bottom-up multiresolution
approach, using an accumulated variation of the SED criterion (ISSED).

• DOTS [14]: This algorithm performs a variation to allow online running of theMRPA.
It uses a DAG (Directed Acyclic Graph) to describe all potential segments of the
trajectory, as can be shown in Fig. 1(b).

3 Ship-Type Determination Using Binary Classification

This section provides a brief explanation of the original system used on the general
problem, summarizing its main subprocesses, starting from the input data up to the
classification algorithms. The system was detailed in [2, 3].

The first step is cleaning the raw data from sensors. In this case, the available data
is from AIS sensor. It provides kinematic data of ships integrated with additional infor-
mation such as the ship type, which is used here to train the classifier. Specifically, the
chosen repository is the one provided by the Danish Maritime Authority [15], in which
there is a recompilation of daily AIS contacts since 2006. Dealing with real-world raw
data requires a strong pre-processing which is critical for final performance, removing
inconsistencies, null, wrong, and noisy values. These problems are generated by mal-
function of AIS transmitters and human errors. The measurement noise taken by the
sensor can either be outliers, directly detectable evaluating the offset in GPS coordi-
nates, or small noises that can be smoothed by a filtering algorithm. In the proposed
system an IMM filter has been implemented to smooth the noise, configured with two
Extended Kalman Filters as modes of prediction for ship trajectories: the first one for
linear movements and low prediction noise and the second one to model the movements
that would be considered noisy (speed variations, turns, …).

Prior to classification, its necessary a process to address the unbalance problem
present in this domain due to the lack of an equal distribution among classes. For
instance, long and frequent trajectories of cargo and passenger vessels populate the
training data sets and bias the classification models towards these categories reducing
the representation of other ones, like the fishing vessel category. To solve the problem,
the system implements oversampling and undersampling techniques, which adjust the
amount of data of each class by adding or removing instances [16]. The experimenta-
tion uses the original imbalanced dataset, and two balanced datasets: one using random
undersampling, randomly removing instances of the majority classes, and another using
the SMOTE algorithm [17], already used for track classification [5], oversampling the
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minority class by creating new artificial samples. The classification is based on the
following features generated from the track points contained in the segments:

• Course variation: describing turnarounds between track points.
• Distance: characterizing movement range and complexity between track points.
• Speed: characterizing the movement velocity between track points.
• Time between measures: considering the time gaps between track points.
• Speed variation: describing acceleration and deceleration between track points.

Because the possible difference in the number ofmeasures between segments, is nec-
essary to make those kinematic variables suitable as a classification input. The following
statistical measures are applied to aggregate all the segment track points: the mean, max-
imum, minimum, mode, standard deviation and three quartiles. Also, the total time of
the segment is included to support the time gaps variables.

The classification problem considered in this work is predicting when a vessel is of
fishing type andwhen it is not, i.e. a binary classification problem.Commonclassification
algorithms in binary problems as the Support Vector Machine (SVM) and the decision
tree algorithm are chosen, looking to keep the importance on the segmentation problem
by using simple and well-known techniques but able to perform it.

To evaluate the results obtained by the classification we must consider two main
factors, the accuracyof the general classification and the specific accuracyon theminority
class (fishing), which is affected by the imbalance in the training process. Therefore,
along with the classification accuracy, the F-measure metric [18] is considered to assess
both effects. The simultaneous evaluation of both metrics prevents the domination of
the classification accuracy by the effect of majority class. Besides, the presence of these
two metrics makes the problem multi-objective, allowing to observe the Pareto’s front
when displaying the results from different algorithms and their parameters.

4 Trajectories Segmentation

This section presents the different experiments to be carried out using the track seg-
mentation algorithms. Each algorithm has different parameters to set its functionality
depending on the problem. In this case, as the configuration of each algorithm is not triv-
ial with respect to its impact on the classification, different experiments are performed,
varying from each of the parameters, allowing an analysis of the impact of each of
them. A summary of the variations of each algorithm is shown in Table 1 and a detailed
explanation of the 196 experiments tested in this paper is given below.

The base case used in previous works uses a uniform segmentation of 50 measures
(around 9 min). For comparison, tests of 10 and 20 values are performed as well.

Opening window (OPW) has the following variants from its base implementation:

• The cut-off criterion: whether it occurs at the point where the window has exceeded
the error (NOPW), and whether it is done at the previous point (BOPW) [10].

• Different error evaluation functions: PED or SED (“_TR”, meaning Time-Ratio [10]).
Three error values are tested to each function: 20, 30 and 50 m.
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Table 1. Segmentation algorithms variations

Base
algorithm

Variation
(if any)

Error
function

Error value 
(meters)

Minimum 
size

Compression 
rate

Uniform Segment PED -

0 
10
20
50

OPW

BOPW
NOPW

BOPW_TR
NOPW_TR

PED
SED 20

30
50

-

TopDown DP
TD_TR

BottomUp PED

-SQUISH-E SED 1, 5, 10
DOTS

ISSED 100
500 -MRPA

• To ensure that the segments are generated with a minimum length, favoring the
classification. A minimum segment size its tested with 0, 10, 20 and 50 points.

The Top Down algorithm has variations for the error evaluation function, marked as
“DP” (Douglas Peucker algorithm [11]) when it uses PED and as “TD_TR” when it uses
SED [10]. These variations use the same error and minimum segment size as OPW.

Bottom Up has no relevant variations according to the error function, as only the
PED error function has been used in the literature.

SQUISH-E only uses the SED, with the same three error values already listed as μ

value. In addition, it has the compression parameter λ, testing 1, 5 and 10 values.
Finally, both DOTS and MRPA only vary on the error values, using 100 and 500 as

values for its accumulative SED variation.

5 Results Analysis

The performed experimentation is applied over three days in July 2017 fromAIS contacts
off the coast of Denmark. In total, more than 30 million contacts are available as system
inputs. After the cleaning process, there are 7 million contacts, divided into 39077
different tracks. These trajectories are the inputs of the segmentation stage, which results
in the number of segments shown in Fig. 2.

The figure also shows a demonstration of the imbalance problem, being possible to
see the difference between the fishing class and the remaining instances (non-fishing).

As mentioned, to analyze the results of the different experiments carried out, the
accuracy and F-measure are displayed together as amulti-objective problem, considering
the total accuracy and the problem imbalance problem at the same time. In the Fig. 3,
it can be seen the distribution of values of the accuracy and F-measure corresponding
to different variations of the classification and balancing algorithms. The Pareto front
is formed for those non-dominated solutions, i.e., those with no other solutions with
higher values in the two metrics simultaneously. In the figure, this front is formed by the
solutions appearing in the upper-right corner.
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Fig. 2. Number of segments of the main ship types

Fig. 3. Classification results for the different proposed variations

It can be appreciated how the SVM has results that are usually better with respect
to accuracy, but in return it may have a worse performance when considering the class
imbalance. That effect is produced because it is a boundary-based algorithm and has a
trend to misclassify the minority class if it has a low impact in the total accuracy. This
is especially noticeable in the imbalanced classification, which shows in many cases a
zero value for F-measure (i.e., all samples of the minority class misclassified).

The decision trees have more moderate results, which do not stand out so much in
the accuracy but in return they get better results in the F-measure. However, the front
is clearly dominated by the SVM with balanced data sets, these although still have
executions that demonstrate little success in the problem of the imbalance but also have
the executions located in the front.

The most notable of these are the SVMs that operate on a balanced data set using
SMOTE, although the random undersampling also have pareto front executions. To put
the results in perspective, Fig. 4 shows all the segmentation algorithms executed by SVM
applied on the SMOTE balanced data set.
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Fig. 4. SVM classification result for the segment variation in SMOTE balanced dataset

The figure not only shows the results of the accuracy but also the results for the
F-measure which is not so positive since the most complex segmentations usually have
slightly lower results in that metric.

There is no case that stands out especially from the rest, since when talking about a
multi-objective problem between unbalance metrics and classification accuracy there is
no algorithm that is especially good in both.

Being a point to emphasize that the best algorithms in one of the objectives clearly
obtain their improvement when getting worse in the other one, an example would be
the SQUISH-E with 20 error value and 5 compression parameter that obtains the best
accuracy although its metrics are far below other algorithms. There is also the opposite
case with the opening window algorithm, in which the best F-measure show an accuracy
20 points below that obtained by the specified SQUISH-E.

Regarding the higher complexity of the segmentation algorithms we can see how
generally the segmentation algorithms that give better results when performing the com-
pression of trajectories (SQUISH-E, MRPA, DOTS) do not ensure a better result within
the proposed classification problem. Most of their executions seem to have good accu-
racy but not all of them good results in the F-measure used for the imbalance problem.
In fact, one of the results belonging to the front and that therefore could be considered
as one of the best, is obtained by the most basic segmentation algorithm, the uniform
sampling with a size of 50.

Another aspect to consider is that the parameters introduced in the different seg-
mentation algorithms influence the results variation, since the different executions of
the same algorithm show very different results. For example, with the SQUISH-E algo-
rithm, is possible to observe different results: one with the best accuracies, other with
very poor results and another clearly within the Pareto front, achieving one of the best
values within the two objectives with an accuracy close to 90% and balancing metrics
only about 10 points below the best. Even if there is no absolute solution that meets the
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two proposed objectives, there is a set of solutions located on the Pareto front that are
valid solutions, being better in one or the other objective.

6 Conclusions and Perspectives

In the study, the impact of segmentation on the classification results have been analyzed,
being possible to appreciate as the most advanced algorithms usually provide better
results in accuracy objective. However, the segments provided by these algorithms do not
ensure good results in the second objective proposed, which is related to the performance
with the minority class, due to the high imbalance in the data set. That said, the results
show a Pareto front with different solutions that work for the two objectives imposed
within the multi-objective problem

As a conclusion, it is very important the quality of the segments within the proposed
process since there are trajectories with more measurements than others which create
more segments with certain segmentation algorithms, affecting the classification. Also,
by classifying segments it is possible to introduce noisewith non-representative segments
to its class (e.g. a ship departing from a port).

The SVM algorithm has demonstrated that it has the capacity to obtain good results
for the classification, however it has a clear tendency towards the trivial solution, harming
the minority class to obtain good results when maximizing the majority class.

Both classification algorithms are representative and responsive to the analyzed bal-
ancing algorithms. The main point of improvement is the testing of new segmentation or
classification algorithms that achieve a better separation of instances, particularly those
that can benefit most from the segments. Also, the application of the proposed method
can approach other similar problems where classification is performed based on kine-
matic information of trajectories. For example, a classification oriented on pedestrian
traffic could ensure safety (pickpocket identification), or the application in air traffic can
allow flying mode identification thanks to the track segments adaptability.
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